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Abstract—With the rise of critical machine-to-machine applications, next generation wireless communication systems must meet challenging requirements with respect to latency and reliability. A key question in this context relates to channel state estimation, which allows the transmitter to adapt the code rate to the channel state. In this work, we characterize the trade-off between the training sequence length and data codeword length: shorter channel estimation leaves more time for the payload transmission but reduces the estimation accuracy and causes more decoding errors. Using lower coding rates can mitigate this effect, but may result in a higher backlog of data at the transmitter. In order to optimize the training sequence length and the rate adaptation scheme with respect to the delay performance, we employ queueing analysis on top of accurate models of the physical layer. We obtain an analytically tractable solution to the problem by deriving a closed-form approximation for the decoding error probability due to imperfect channel knowledge and finite blocklength channel coding. The optimized training sequence length and rate adaptation strategy can reduce the delay violation probability by an order of magnitude, compared to suboptimal strategies that do not consider the delay constraints.
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I. INTRODUCTION

Traditionally, wireless networks have been optimized for the requirements of human-related applications such as voice communication as well as Internet applications. However, new applications based on machine-to-machine (M2M) communication emerged over the last decade, coming with strongly different requirements. M2M applications can be distinguished into two classes: massive and critical. Massive M2M applications relate typically to pure sensing and monitoring, for example sending utility meter readings to the utility provider. In contrast, critical M2M applications relate to closed-loop control and arise for example in the context of industrial automation. In this work, we focus exclusively on critical M2M applications. Critical M2M applications typically generate only small payload packets on a periodic basis. However, they often demand very low latency and extremely high reliability of the transmissions. For instance, applications from factory automation easily require communication latencies between a sensor and a control unit of at most a few milliseconds, as well as reliability (with respect to that deadline) of 99.9999% and above [1]. While lower reliability does not necessarily lead to costly faults, as additional safety layers, e.g., PROFIsafe [2], can be used, it leads to more frequent safety violations, which must often be resolved by human operators, resulting in significant downtimes. Therefore, we study in this paper how to design wireless communication systems for maximum reliability with respect to a given deadline.

Physical layer analysis of wireless communications has been frequently based on the assumption that error-free transmissions can be achieved through channel coding at Shannon’s channel capacity, which is a fairly accurate model when the blocklength of the channel code is very large. However, with very short target latencies, systems will only be able to spend a small number of symbols per packet transmission, resulting in a significant performance loss due to finite blocklength coding [3]. The performance loss may be even larger when the signal strength on the physical layer is time-varying due to channel fading. An important question in this context relates to the most efficient transmission strategy, in particular, if and how the transmitter should estimate the channel state and adapt the coding rate according to the channel state information (CSI), which is imperfect due to the limited estimation time. On the other hand, long estimation sequences and low coding rates improve the reliability of the individual transmissions. On the other hand, when only little time is left for the actual payload transmissions and when the coding rates are low, then only small amounts of data can be transmitted. For a critical M2M system, the most efficient transmission strategy cannot be found by a pure physical layer analysis because the transmitter will be required to keep critical data in a buffer until the data is successfully received. Transmission errors and time-varying coding rates then lead to a random backlog of data at the transmitter, and thus, to a random queuing delay at the link layer. In conclusion, the transmission strategy that maximizes the overall reliability with respect to the deadline can only be determined through a combination of accurate physical layer modeling and queueing analysis.

As our work combines aspects from the physical layer and the link layer, we build on literature from both information theory and queueing theory. Concerning research in information theory, the analysis of the theoretical limits of finite blocklength channel coding by Polyanskiy et al. [3] was extended by Yang et al. to block-fading channels [4]–[6]. A summary of these works, which have inspired a number of new research papers, can be found in [7]. Wu and Jindal [8] and Makki et al. [9], [10] analyzed communications in block-fading channels when (hybrid) automatic repeat request (ARQ)
protocols are used, or in spectrum sharing networks [11], [12]. Those works account for finite blocklength effects, but mostly consider the case where the transmitter does not adapt the rate to the channel. Various authors [11], [13]–[16] have studied communications in block-fading channels with rate adaptation or power/resource allocation at the transmitter, but they only took finite blocklength effects into account and considered CSI at the transmitter (CSIT) to be perfect. Lim and Lau [17] and Lau et al. [18] studied rate adaptation with imperfect or outdated CSIT, but considered neither finite blocklength effects nor the impact of transmission errors on the delay. Instead, researchers have often focused on imperfect CSI at the receiver (CSIR), which causes an error in the amplitude and phase of the signal during demodulation and decoding, which in turn can lead to decoding errors. Mérard [19] studied the mutual information under imperfect CSIR, and Hassibi and Hochwald [20] analyzed the ergodic capacity of systems with channel training. Potter et al. [21] studied the achievable rate under imperfect CSIR and finite blocklength coding, assuming mismatched decoding for the achievability bound. However, none of these works on imperfect CSIR investigated rate adaptation with imperfect CSIT.

In the field of communication networks, queueing theory has been used extensively to analyze the delay performance of wireless networks. While wireless network analysis poses a significant challenge to traditional queuing theory, several techniques have been developed to address this challenge. Wu and Negi [22] presented the framework of effective capacity that provides approximations on the delay performance, which are however asymptotic, i.e. only valid for long delays. In contrast, stochastic network calculus [23] provides non-asymptotic bounds on the delay performance, and can also be extended for the analysis of multi-hop wireless links [24], [25]. Finite blocklength effects and imperfect CSI have been separately studied with respect to their impact on the queueing performance. Gursoy [26] computed the effective capacity for block-fading channels at finite blocklength and showed that there is a unique optimum for the error probability. In our own previous work [27], we extended this analysis using stochastic network calculus and provided analytical solutions for finite blocklength coding in Rayleigh block-fading channels. Ozcan and Gursoy [28] studied the effective capacity of cognitive radio systems at finite blocklength. Nevertheless, none of these works considered imperfect CSIT. The queueing performance under rate adaptation with imperfect/outdated CSIT but without finite blocklength effects was analyzed by Gross [29].

In this work, we address the delay performance of a wireless communication system with rate adaptation based on imperfect CSI. We provide three main contributions:

• Based on stochastic network calculus [23], [24], we characterize the trade-off between the rate and the error probability with respect to the delay performance as a convex optimization problem. Thus, the transmitter can efficiently optimize the transmission rate, taking the overall latency and reliability constraints of the critical M2M application into account. We also show that the maximization of the average service rate as well as the maximization of the effective capacity become efficiently solvable optimization problems.

• All these optimization results are based on our novel closed-form approximation for the error probability due to the combined effects of finite blocklength coding and imperfect CSI at the transmitter in Rayleigh fading channels. Specifically, we derive an approximation for an information-theoretic result from Yang et al. [6]. A key challenge that we overcome in this derivation is that finite blocklength effects are modeled as variations in the rate, whereas imperfect CSI corresponds to variations in the SNR. Our approximation is invertible, providing a direct mapping from the error probability to the rate.

• Our numerical results show that rate adaptation, despite needing a large fraction of the resources for channel training and feedback, can significantly outperform fixed rate transmissions when low latency is required. Moreover, we find that through an optimized rate adaptation strategy and through an optimized choice of training duration versus payload transmission time, the system can improve the overall reliability by one order of magnitude. Lastly, we find that when rate adaptation is used, finite blocklength coding has a significant impact on the performance, contrasting results in [6] for fixed rate communications.

This paper is organized as follows: The system model is given in Sec. II. Our main contributions are presented in Sec. III. Numerical results are then presented in Sec. IV, followed by our conclusions in Sec. V.

Throughout the paper, we utilize the following notation: Uppercase italic letters $X$ generally refer to random variables, whereas the corresponding lowercase letters $x$ refer to a realization of that random variable. We write $f_{X|y}(x)$ for the probability density function (PDF) and $F_{X|y}(x)$ for the cumulative distribution function (CDF) of the variable $X$, conditioned on the value $Y = y$. The indicator function for the set $\{X < x\}$ is denoted as $\mathbb{1}_{X < x}$. For complex-valued $x$, $\Re\{x\}$ is the real part, $\angle(x)$ is the phase, and $x^*$ is the complex conjugate. When it is necessary to consider multiple time slots, we label the variables related to a specific time slot $i$ by the subscript $i$.

II. System Model

We consider the transmission of a time-critical data flow that is generated by an application process on the transmitter side, e.g., by a sensor, to an application process on the receiver side, e.g., to a control unit, over a wireless fading channel, see also Fig. 1. The delay of the data flow on the application layer, which depends on the underlying physical and link layers, should not exceed a given target deadline, which we assume in the following to be very short (e.g., a few milliseconds). In the assumed time-slotted system, the tight deadline translates into a small number of time slots (e.g. 5 or 10). As each time slot is very short, both imperfect channel state information (CSI) and finite blocklength channel coding lead to transmission errors on the physical layer, as described in Sec. II-A. Due to transmission errors and time-varying data rates on the physical layer, the transmitter needs to keep all data in a buffer.
A training sequence of \( n \) ing/estimation phase, where the transmitter sends a known instantaneous SNR at the receiver is given as 
\[
\Gamma = \frac{\bar{C}N}{\bar{N}} \]
has circularly symmetric Gaussian distribution antenna system, where the fading coefficient \( \bar{C} \) is constant and known at the transmitter and the receiver. 

The receiver estimates the fading coefficient \( H \) through a training sequence of \( n_t \) symbols and is assumed to be split into three phases as shown in Fig. 2: the training/estimation phase, where the transmitter sends a known training sequence of \( n_t \) symbols; a feedback phase of \( n_f \) symbols where the receiver sends an estimate \( \hat{H} \) of the channel’s SNR back to the transmitter; and the data transmission phase, where the transmitter sends a codeword of length \( n_d \). The rate \( R \) of the code is determined by some rate adaptation function \( \Phi : \hat{\gamma} \rightarrow R \), which remains fixed over time. We now describe the phases in detail.

1) Training Phase: The receiver estimates the fading coefficient \( H \) through a training sequence of \( n_t \) symbols. The minimum mean square error (MMSE) estimate for \( H \) is given as [20], [30]:
\[
\hat{H} = \frac{\gamma n_t}{1 + \gamma n_t} H + \frac{\sqrt{\gamma n_t}}{1 + \gamma n_t} N ,
\]
where \( N \sim \mathcal{CN}(0, 1) \) is independent of \( H \). Therefore, the channel estimate \( \hat{H} \) is Gaussian distributed as \( \hat{H} \sim \mathcal{CN}(0, \rho^2) \) with \( \rho^2 = \gamma n_t / (1 + \gamma n_t) \), while the estimated SNR \( \hat{\gamma} = \hat{H}^2 / \mathcal{H}^2 \) follows an exponential distribution with mean \( \rho^2 \gamma \). Due to \( H \) and \( \hat{H} \) being jointly Gaussian, the distribution of \( H \) conditioned on the estimate \( \hat{H} \) can be expressed as [30]
\[
H = \hat{H} + Z ,
\]
where the estimation error \( Z \sim \mathcal{CN}(0, \sigma_Z^2) \) is independent of \( \hat{H} \) with
\[
\sigma_Z^2 = \frac{1}{1 + \gamma n_t} . \tag{3}
\]

2) Feedback Phase: After the training phase, the receiver sends the estimated coefficient \( \hat{H} \) as feedback of length \( n_f \) symbols to the transmitter. The phase \( \angle(\hat{H}) \) of the channel coefficient is not used at the transmitter, so the feedback only needs to contain the magnitude of \( \hat{H} \) (or equivalently, the estimated SNR \( \hat{\gamma} = |\hat{H}|^2 \)). We assume for now that the feedback is sufficiently quantized (we will investigate quantization issues in Sec. IV-B) and error-free\(^1\). Finally, the feedback also includes an acknowledgment of the previous data transmission.

3) Data Transmission Phase: Once the transmitter knows the channel estimate \( \hat{\gamma} \), it selects a code rate \( R \) according to the given rate adaptation function \( \Phi : \hat{\gamma} \rightarrow R \), and transmits a codeword of \( n_d \) symbols. In the following subsection, we consider specific realizations \( \gamma \) and \( r \) of the random variables \( \Gamma \) and \( R \), respectively.

First of all, consider the hypothetical case of perfect CSI (PCSI), i.e., the exact value of the SNR \( \gamma \) is known to the transmitter and receiver. Then, the channel in each time slot is an AWGN channel. Due to the short duration of each time slot, only channel codes with very short blocklength can be used. Therefore, traditional models, which often assume that channel coding provides error-free transmissions at the Shannon capacity, become inaccurate. Instead, one must use results on finite blocklength coding [3]. The achievable rate in an AWGN channel with blocklength \( n_d \), SNR \( \gamma \) and error probability \( \varepsilon_{\text{PCSI}} \) can be closely approximated by [3, Thm. 54]
\[
r_{\text{PCSI}}(\gamma, n_d, \varepsilon_{\text{PCSI}}) \approx \log_2 (1 + \gamma) - \sqrt{\frac{V(\gamma)}{n_d}} Q^{-1}(\varepsilon_{\text{PCSI}}) , \tag{4}
\]
where \( Q(\cdot) \) is the Gaussian Q-function and \( V(\gamma) \) is the channel dispersion, defined as
\[
V(\gamma) = \log_2^2 (e) \left( 1 - \frac{1}{(1 + \gamma)^2} \right) . \tag{5}
\]
In case of perfect CSI, the error probability can then be found by solving (4) for \( \varepsilon_{\text{PCSI}} \):
\[
\varepsilon_{\text{PCSI}} \approx Q \left( \frac{\log_2 (1 + \gamma) - r}{\sqrt{V(\gamma)/n_d}} \right) . \tag{6}
\]
\(^1\)As shown in Sec. IV-B, only a small number of feedback bits is required. Thus, a code with very low coding rate can be used, such that the probability of feedback errors becomes negligible.
However, in a realistic scenario, the transmitter only has a noisy estimate \( \hat{\gamma} \) of the SNR. The actual SNR \( \Gamma \) can be below or above the estimate \( \hat{\gamma} \). In order to obtain the overall error probability in this case, it is necessary to take the expectation of the error probability over the conditional distribution of the actual SNR \( \Gamma \) given the estimated SNR \( \hat{\gamma} \):

\[
\varepsilon \approx \mathbb{E}_{\Gamma|\hat{\gamma}} \left[ Q \left( \frac{\log_2(1 + \Gamma) - r}{\sqrt{\Gamma(n_d)/n_d}} \right) \right].
\]  

(7)

To derive this conditional distribution of \( \Gamma \), note that the distribution of \( H \) conditioned on a known \( h \) is Gaussian with \( H = \bar{h} + Z \), according to (2). The SNR \( \Gamma = \hat{\gamma} | H|^2 \) conditioned on the estimate \( \hat{\gamma} \) then follows a non-central \( \chi^2 \)-distribution with two degrees of freedom and PDF:

\[
f_{\Gamma|\hat{\gamma}}(x) = \frac{1}{\hat{\gamma} \cdot \sigma_Z^2} \cdot e^{-\frac{x - \hat{\gamma}}{\hat{\gamma} \cdot \sigma_Z^2}} \cdot I_0 \left( \frac{2 \sqrt{x} \gamma}{\hat{\gamma} \cdot \sigma_Z^2} \right),
\]

(8)

where \( I_0(\cdot) \) is the modified Bessel function of the first kind.

We state two important remarks concerning (7):

(I) When conditioned on a specific estimate \( \hat{\gamma} \), the channel coefficient \( H \) has the same distribution as the fading coefficient of a Rician channel with line-of-sight (LoS) component \( \bar{h} \) and non-LoS component \( Z \). Thus, (7) corresponds to the normal approximation for fading channels by Yang et al. [6, (59-61)]. However, when applying this approximation, one must carefully differentiate between CSIT and CSIR. The authors in [6] assumed perfect CSIR (perfect knowledge of \( \hat{\gamma} \), \( h \), and \( H \) at the receiver) when proposing the approximation (7), whereas in our scenario, the receiver only knows \( \hat{\gamma} \) (imperfect CSIR), and thus (7) could be inaccurate for our scenario. In Appendix A, we verify the accuracy of (7) by computing a lower bound [5, Cor. 3] on the achievable rate under imperfect CSIR. For the considered parameters, the system model using (7) approximates the achievable performance well, i.e., imperfect CSIR has at most a small impact on the performance when using a reasonably long training sequence, e.g., \( n_t \geq 10 \).

(II) The finite blocklength result (7) is an approximation and may become inaccurate for very short blocklengths \( n_d \) or for extremely low block error probabilities \( \varepsilon \) [3], [6], [7]. We will further discuss this issue in Sec. IV-A. For now, we assume that (7) holds with equality in order to simplify discussions.

**B. Link Layer Model**

In order to characterize the application-layer delay of a wireless communication system, one must account for the consequences of transmission errors and low data rates on the transmit buffer. As data is only removed from the buffer once an acknowledgment indicates the correct reception, the buffering delay is random and needs to be characterized through queueing analysis.

The buffer at the transmitter can be described by its arrival, service and departure processes. The arrival process \( A_t \) describes the number of bits that enter the transmit buffer in time slot \( i \). We are interested in data flows as arising in industrial contexts, e.g., periodic transmissions of sensor readings, and we thus assume that the arrival process is constant with \( A_t = \alpha \) bits per time slot. The service process \( S_t \) describes the number of bits that can potentially be transmitted over the wireless channel: in time slot \( i \), the transmitter knows the random channel estimate \( \hat{\Gamma}_i \), and, given the rate adaptation function \( \Phi \), the transmitter sends a codeword containing \( n_d \cdot R_t \) bits with \( R_t = \Phi(\hat{\Gamma}_i) \). The transmission error probability given in (7) is now denoted by the uppercase letter \( \mathcal{E}_i \), as it depends on both \( \hat{\Gamma}_i \) and \( \Phi(\hat{\Gamma}_i) \), and is therefore random. Thus,

\[
S_i = \begin{cases} 
 n_d \cdot \Phi(\hat{\Gamma}_i) & \text{with prob. (1 - } \mathcal{E}_i) \\
 0 & \text{with prob. } \mathcal{E}_i 
\end{cases}
\]

(9)

The departure process \( D_i \) is given as the number of bits leaving the queue, which is equal to the number of bits that reach the receiver successfully. The departure process is upper-bounded both by the service process and by the amount of data waiting in the queue. For the delay analysis, we also define the cumulative arrival, service, and departure processes

\[
A(t, \tau) \triangleq \sum_{i=\tau}^{\tau+l-1} A_i, \quad S(t, \tau) \triangleq \sum_{i=\tau}^{\tau+l-1} S_i, \quad D(t, \tau) \triangleq \sum_{i=\tau}^{\tau+l-1} D_i.
\]

(10)

As the size of the arriving data packets is small, we assume that the buffer never gets full, i.e., that the buffer is of infinite size. The random delay \( W(i) \) at time \( i \) is defined as the time it takes for all data that arrived prior to time \( i \) to depart from the transmit buffer, i.e., to be correctly decoded at the receiver:

\[
W(i) \triangleq \inf \{ u \geq 0 : A(0, i) \leq D(0, i) \}.
\]

(11)

The application data must be transmitted with high reliability within a deadline of \( w \) time slots. The delay violation probability \( p_v(w) \) describes the probability that at any time \( i \) the random delay \( W(i) \) exceeds the target delay \( w \):

\[
p_v(w) \triangleq \sup_{i \geq 0} \{ P \{ W(i) > w \} \}.
\]

(12)

**C. Problem Statement**

The main objective of this work is to determine the optimal system parameters, specifically the optimal rate adaptation function \( \Phi \) and training sequence length \( n_t \), such that for a given maximum delay (deadline) \( w \), the delay violation probability \( p_v(w) \) is minimized. First, we are interested in the rate adaptation function \( \Phi : \hat{\Gamma} \rightarrow R \) that provides the best performance. Choosing high rates \( R \) will lead to high error probabilities \( \mathcal{E} \), and too many errors may cause a violation of the deadline. On the other hand, the deadline may also be violated if the transmitter always chooses a very low rate, as it will take longer to transmit the data. Second, there is a similar trade-off between the length of the training sequence \( n_t \) and the length of data transmission \( n_d \); when using a long training sequence of \( n_t \) symbols, the channel estimates become more accurate, allowing transmissions with higher reliability but leaving fewer symbols \( (n_d = n_{\text{slot}} - n_t - n_t) \) for the data transmission. This trade-off becomes particularly interesting when short transmission slots are considered: due

---

2 The authors in [6] use natural logarithms, whereas we use binary logarithms and express the rate in bits.
to finite blocklength channel coding, the shortening of the
load transmission deteriorates the communication performance
even more rapidly. Does it even make sense to use training in
all scenarios, or is it sometimes better to skip training and
feedback ($n_t = 0, n_f = 0$) and use the entire time slot for
data transmissions at a fixed rate? This leads us to an initial
formulation of the reliability maximization problem given by

$$[n_t^*, \Phi^*] = \arg \min_{n_t, \Phi} \ p_v(w). \quad (13)$$

We note that an analytical expression for the delay violation
probability $p_v(w)$ does not exist. However, $p_v(w)$ can be
captured analytically by resorting to effective capacity [22] or
stochastic network calculus [23]. Although effective capacity
has been successfully applied in numerous works, e.g., [26],
[31], it only provides a tight approximation for the tail of the
delay distribution $p_v(w)$, and hence only allows for a proper
analysis of relatively large delays $w$. Contrary to that, stochas-
tic network calculus [23], which has been recently extended
to wireless network analysis in a transform domain [24] and
which has also been applied to various scenarios [25], [27],
[32], [33], provides a strict upper bound on the delay violation
probability $p_v(w)$, even at low target delays. In the following
chapter, we thus focus on solving the optimization problem
(13) analytically based on stochastic network calculus.

### III. Joint Analysis of Imperfect CSIT and Finite
Length Coding

In this section, we present our main contributions. We
briefly summarize stochastic network calculus in Sec. III-A
and use it in Sec. III-B to reformulate the search for the
optimal rate adaptation function $\Phi^*$. The biggest challenge
in solving this problem is the fact that no closed-form rep-
resentation of the transmission error probability due to finite
blocklength and imperfect CSIT exists.\(^3\) Thus, we derive in
Sec. III-C a novel closed-form approximation of the error
probability due to imperfect CSIT and finite blocklength. This
allows us then in Sec. III-D to address the optimal trade-off
between the rate and the error probability as a problem that
is convex in the error probability. In Sec. III-E, we show that
the approximation for the error probability can also be used to
maximize the effective capacity [22] and the expected goodput.

#### A. Queuing Analysis

This subsection summarizes how the delay performance,
specifically the delay violation probability $p_v(w)$, can be
analyzed through stochastic network calculus [23], [24]. Parts
of this summary are taken from our previous work in [27].

The delay $W(i)$ in (11) is defined in terms of the arrival
and departure processes. However, for finding the statistical
distribution of the delay, it is easier to use only the arrival

\[^3\text{For Rayleigh fading channels without rate adaptation, one can approximate (7) by the outage probability, which was shown to be accurate up to } \mathcal{O}(\log(n)/n) \text{ by Yang et al. [6]. However, this does not hold when the } \text{transmitter adapts the rate to an estimate of the instantaneous channel, as the distribution of the SNR } \Gamma \text{ conditioned on an accurate estimate } \hat{\gamma} \text{ is no longer “smooth” as required in [6]. For the same reason, the approximations by Makki et al. [9], [11] do not apply here.} \]
where the expectation is taken with respect to $\hat{\Gamma}$, with $\hat{\Gamma} \sim \exp \left( \rho^{2\hat{\gamma}} \right)$ as discussed in Sec. II-A1. Keep in mind that the error probability $\mathcal{E}$ given by (7) is not constant, as it depends on the estimated SNR $\hat{\Gamma}$ and on the selected rate $R = \Phi(\hat{\Gamma})$.

2) Solution Approach: Let us now consider the nature of the considered parameter optimization problem with respect to the training sequence length $n_1$ and the rate adaptation function $\Phi$. The optimal training sequence length $n_1$ can be found quickly: Assume that $n_1^{\text{loc}}$ is the first local minimum, i.e., $n_1^{\text{loc}}$ is the smallest value such that the delay violation probability at $n_1^{\text{loc}}$ is smaller than it is at the adjacent values $n_1^{\text{loc}} - 1$ or $n_1^{\text{loc}} + 1$. Now, we increase $n_1$ in two steps. First, we increase from $n_1^{\text{loc}}$ to $n_1^{\text{loc}} + 1$. The delay violation probability has deteriorated. Therefore, we know that the performance gain due to the extra training symbol did not compensate for the loss due to the reduced codeword length. Second, we consider the increase by one more symbol from $n_1^{\text{loc}} + 1$ to $n_1^{\text{loc}} + 2$. The relative increase in $n_1$ is smaller for the second increase than for the first increase, while the relative reduction in codeword length is greater. Thus, the delay violation probability must increase even further at $n_1^{\text{loc}} + 2$. This argument can be extended to all values $n_1 > n_1^{\text{loc}}$, which means that the delay violation probability must keep strictly increasing for $n_1 > n_1^{\text{loc}}$. Thus, $n_1^{\text{loc}}$ must be identical to the global optimum $n_1^*$, and the optimal value of $n_1$ can be found through fast optimization techniques.

Now, we assume that $n_1$ is fixed and address the problem of finding the optimal rate adaptation function $\Phi^*$. The optimization problem (20) requires an iteration over the parameter $\theta > 0$. We quantize the range of $\theta$ and find the optimal rate adaptation function $\Phi^*_\theta$ for each quantized value of $\theta$. Afterwards, we can determine the argument $\theta^*$ that minimizes the bound $\mathcal{K}(\theta, w, n_1, \Phi)$ over $\theta$, and the optimal rate adaptation function is given as $\Phi^* = \Phi^*_{\theta^*}$. For a specific $\theta$, the function $\Phi^*_\theta$ that minimizes the bound (19) in $p_r(w)$ is given as

$$\Phi^*_\theta = \arg \min_{\Phi} \mathcal{K}(\theta, w, n_1, \Phi)$$

where we used the fact that the kernel $\mathcal{K}(\theta, w, n_1, \Phi)$ is monotonically increasing in $\mathcal{M}_S(1 - \theta)$. In order to find $\Phi^*_\theta$, we rewrite (22) as

$$\mathcal{M}_S(1 - \theta) = \int_0^\infty \left( (1 - \varepsilon) e^{\alpha d \Phi(\hat{\gamma})} e^{-\theta \varepsilon} \right) f_\Gamma(\hat{\gamma}) d\hat{\gamma} .$$

To find the rate adaptation function $\Phi^*_\theta$ that minimizes $\mathcal{M}_S(1 - \theta)$, we quantize the range of $\hat{\gamma}$. Then, for each value of $\hat{\gamma}$, we need to find the rate $r$ that minimizes $g(\hat{\gamma}, r)$. However, this rate optimization problem is not tractable analytically because the error probability $\mathcal{E}$ in (7) depends on both $\hat{\gamma}$ and $\Phi(\hat{\gamma})$, and is only given in form of an integral, i.e., not in closed-form. In order to find a tractable solution to this problem, we develop

in the following subsection a closed-form approximation for the error probability $\varepsilon$ in (7). Then, we show in Sec. III-D that when using the closed-form approximation, the search for the minimum in $g(\hat{\gamma}, r)$ becomes a convex problem, and thus the optimal rate adaptation function $\Phi^*$ can be found efficiently.

C. Error Probability at Imperfect CSIT and Finite Blocklength

In order to analyze the error probability $\varepsilon$ due to the combined impact of imperfect CSIT and finite blocklength coding, we will first derive an approximation for the Shannon outage probability, i.e., for the probability of errors which are only due to imperfect CSIT. Afterwards, we will show that the error probability $\varepsilon$ due to imperfect CSIT and finite blocklength coding can be expressed in a form that is similar to an outage probability. We can then use the insights gained from the outage probability analysis to derive an approximation for the error probability.

1) Outage Probability Approximation for Imperfect CSIT: For now, we ignore finite blocklength effects, i.e., we assume an infinite blocklength model, and focus only on the effects of imperfect CSIT. We consider specific realizations of the estimated SNR $\hat{\gamma}$ and the rate $r$. When the blocklength $n_d$ of the channel code tends to infinity, the Gaussian Q-function in (7) converges to $\Phi_{\log_2(1+\Gamma)}$ and the error probability (7) converges to the conditional Shannon outage probability

$$\varepsilon_{\text{out}} = \mathbb{P} \left\{ \log_2(1+\Gamma) < r \mid \hat{\Gamma} = \hat{\gamma} \right\} .$$

Outages occur because the transmitter must choose a rate $r$ without knowing the SNR $\Gamma$ exactly. The conditional outage probability can be determined from the cumulative distribution of $\Gamma$ conditioned on $\hat{\gamma}$, which is given in terms of the Marcum Q-function $Q_1(a, b)$ [29], [34]:

$$F_{\Gamma|\hat{\gamma}}(x) = 1 - Q_1 \left( \frac{2\hat{\gamma}}{\gamma \sigma_Z^2}, \sqrt{\frac{2x}{\gamma \sigma_Z^2}} \right) .$$

However, evaluating the Marcum Q-function is fairly complex, which makes it difficult to find the optimal trade-off between the rate $r$ and the error probability even in the case where the blocklength tends to infinity. We thus provide an upper bound for the outage probability based on the Gaussian Q-function.

**Lemma 1.** Given an imperfect estimate of the channel $\hat{\gamma}$ and a rate $r$, the outage probability (i.e., the error probability when $n_d \to \infty$) is bounded by

$$\varepsilon_{\text{out}} \leq Q \left( \frac{\hat{\gamma} - (2^r - 1)}{\sigma_{\text{ICSI}}} \right) ,$$

with $\sigma_{\text{ICSI}}^2 \Delta \sigma_\gamma^2 \hat{\gamma}$.

**Proof.** The random fading coefficient $H$ is given in terms of the known measurement $\hat{h}$ and the estimation error $Z$ according to (2). Thus:

$$\Gamma = \hat{\gamma} |H|^2 = \hat{\gamma} (\hat{h} + Z)(\hat{h}^* + Z^*)$$

$$= \hat{\gamma} + 2\Re \left( \hat{h}^* Z \right) + \left| Z \right|^2$$

$$= \hat{\gamma} + 2\Re \left( \hat{h} Z \right) + \left| Z \right|^2 .$$
where $\tilde{Z} = e^{-j\varphi(k)}Z$ is a phase-rotated version of $Z$. The distribution and the magnitude of a circularly symmetric random variable stay constant under phase rotation, and thus the real part $\Re\{\tilde{Z}\}$ has Gaussian distribution $N(0, \sigma^2_Z/2)$. It follows that the SNR $\Gamma = \gamma + |H|^2$ is given as
\[
\Gamma = \tilde{\gamma} + \tilde{\Gamma}_G + \tilde{\Gamma}_d = \tilde{\gamma} + \tilde{\Gamma},
\]
i.e. the estimation error $\tilde{\Gamma} = \Gamma - \gamma$ is the sum of a Gaussian error $\tilde{\Gamma}_G \sim N(0, \sigma^2_{\text{CSI}})$ and some $\tilde{\Gamma}_d = \tilde{\gamma} |Z|^2$. The outage probability $\tilde{\epsilon}_{\text{out}}$ can then be bounded as:
\[
\tilde{\epsilon}_{\text{out}} = \mathbb{P}\left\{ \Gamma < 2^{r-1} - 1 \right\} \leq \mathbb{P}\left\{ \tilde{\gamma} + \tilde{\Gamma}_G < 2^{r-1} - 1 \right\} = \mathbb{P}\left\{ \frac{-\tilde{\Gamma}_G}{\sigma_{\text{CSI}}} > \frac{\tilde{\gamma} - (2^{r-1} - 1)}{\sigma_{\text{CSI}}} \right\}
\]
where the inequality holds because $\tilde{\Gamma}_d \geq 0$.

The variance of $\tilde{\Gamma}_d$ is proportional to $\sigma^2_Z$ and thus $\tilde{\Gamma}_d$ becomes small relative to $\tilde{\Gamma}_G$ as the channel estimates become more accurate. In that case, the estimation error is approximately Gaussian. This fact will simplify the joint analysis of imperfect CSI and finite length coding.

2) Combined Analysis of Imperfect CSIT and Finite Block-length: We now derive an approximation for the transmission error probability $\epsilon$ in (7) that depends on both imperfect CSIT and finite blocklength effects. In order to combine both effects, we use the following definition, which allows treating errors due to finite blocklength coding equivalently to outage events: we define the random blocklength-equivalent capacity
\[
C_b \triangleq \log_2(1 + \Gamma) - \frac{\sqrt{\mathbb{V}(\Gamma)}}{n_d} \cdot U_{\text{FBL}}
\]
with $U_{\text{FBL}} \sim N(0, 1)$ independent of $\Gamma$. The blocklength-equivalent outage probability $\mathbb{P}\{C_b < r\}$, conditioned on the estimate $\hat{\gamma}$, is equal to the error probability $\epsilon$ in (7) because
\[
\mathbb{P}\{C_b < r \mid \hat{\Gamma} = \hat{\gamma}\} = \mathbb{E}\left[ \mathbb{I}_{C_b < r} \mid \hat{\Gamma} = \hat{\gamma} \right] = \mathbb{E}\left[ \mathbb{E}\left[ \mathbb{I}_{C_b < r} \mid \Gamma \right] \right] = \mathbb{E}\left[ \mathbb{P}\{C_b < r \mid \Gamma \} \right] = \mathbb{E}\left[ Q\left( \frac{\log_2(1 + \Gamma) - r}{\sqrt{\mathbb{V}(\Gamma)/n_d}} \right) \right] = \epsilon,
\]
where (37) follows from the law of total expectation, and (40) follows from the definition of $U_{\text{FBL}}$ as a Gaussian variable.

The definition of the blocklength-equivalent capacity $C_b$ allows treating errors due to imperfect CSI and finite blocklength as outage events that depend on two random variables, $\Gamma$ and $U_{\text{FBL}}$. However, the blocklength-equivalent outage probability cannot be obtained easily, as $C_b$ is logarithmic in the SNR $\Gamma$ but linear in $U_{\text{FBL}}$. We overcome this problem by using the first-order Taylor approximation of $\ln(x)$ around the point $x_0$, which has gradient $\frac{1}{x_0}$. Due to the concavity of the ln-function, this linear approximation is larger than the function itself:
\[
\ln(x_0) + \frac{1}{x_0} a \geq \ln(x_0 + a).
\]
Due to $\ln(x)$ being continuous and monotonically increasing, this means that for some $\delta \geq 0$ and $b = -a \log_2(e)/x_0$:
\[
\log_2(x_0) - b = \log_2 \left( x_0 - x_0 \frac{b}{\log_2(e)} + \delta \right).
\]
We apply this result to $C_b$ given in (36) around $x_0 = 1 + \Gamma$:
\[
C_b = \log_2(1 + \Gamma - \sigma_{\text{FBL}}(\hat{\gamma} + \hat{\Gamma}) \cdot U_{\text{FBL}} + U_b)
\]
with
\[
\sigma_{\text{FBL}}(\Gamma) \Deltaq 1 + \Gamma \sqrt{\mathbb{V}(\Gamma)/n_d},
\]
and some random $U_\delta \geq 0$. Now, recall from (32) that the estimation error $\hat{\Gamma}$ in the SNR $\Gamma$ can be approximated as a Gaussian error: $\hat{\Gamma} = \hat{\Gamma}_G + \hat{\Gamma}_d$ with $\hat{\Gamma}_d \geq 0$. Thus, (43) becomes
\[
C_b = \log_2 \left( 1 + \hat{\gamma} + \hat{\Gamma}_G - \sigma_{\text{FBL}}(\hat{\gamma} + \hat{\Gamma}) U_{\text{FBL}} + U_b \right)
\]
\[
\geq \log_2 \left( 1 + \hat{\gamma} + \hat{\Gamma}_G - \sigma_{\text{FBL}}(\hat{\gamma} + \hat{\Gamma}) U_{\text{FBL}} \right).
\]
We recall that $\tilde{\epsilon} = \mathbb{P}\left\{ C_b < r \mid \hat{\Gamma} = \hat{\gamma} \right\}$. Thus, the error probability $\epsilon$ can be bounded as
\[
\epsilon \leq \mathbb{P}\left\{ \log_2 \left( 1 + \hat{\gamma} + \hat{\Gamma}_G - \sigma_{\text{FBL}}(\hat{\gamma} + \hat{\Gamma}) U_{\text{FBL}} \right) < r \right\}.
\]

Conjecture 1. Inequality (47) holds when $\sigma_{\text{FBL}}(\hat{\gamma} + \hat{\Gamma})$ is replaced by $\sigma_{\text{FBL}}(\hat{\gamma})$, i.e.
\[
\epsilon \leq \mathbb{P}\left\{ \log_2 \left( 1 + \hat{\gamma} + \hat{\Gamma}_G - \sigma_{\text{FBL}}(\hat{\gamma}) U_{\text{FBL}} \right) < r \right\}
\]
as long as the rate $r$ is below the estimated channel capacity $\log_2(1 + \hat{\gamma})$.

We have not been able to disprove the conjecture numerically, and in the following we provide intuitive reasoning why it should always hold.

Rationale. When the estimated SNR $\hat{\gamma}$ is larger than the actual SNR, then the variance is replaced by a larger term, i.e., the finite blocklength effects are overestimated. Using channel codes with short blocklength decreases the reliability of the transmission, thus, overestimating the finite blocklength effects leads in general to an overestimation of the error probability. On the other hand, when the estimated SNR $\hat{\gamma}$ is smaller than the actual SNR, then the channel is already better than predicted, and there is a high margin between the actual capacity and the rate. Errors in this regime are very rare and do not significantly contribute to the overall error probability.

Assuming Conjecture 1 holds, we can derive the following lemma, which provides a fairly tight upper bound on the error probability $\epsilon$. Even if Conjecture 1 is not considered, the following expression still provides an approximation for $\epsilon$. 


Lemma 2. When the estimated SNR $\hat{\gamma}$ and the average SNR $\bar{\gamma}$ are known, then the error probability $\varepsilon$ for a code with rate $r < \log_2(1 + \bar{\gamma})$ and blocklength $n_2$ is bounded as

$$\varepsilon \leq Q\left(\frac{\hat{\gamma} - (2r - 1)}{\sigma_{IC,F}(\bar{\gamma})}\right) \triangleq \varepsilon',$$ (49)

with

$$\sigma_{IC,F}(\bar{\gamma})^2 = \sigma_{ICSI}^2 + \sigma_{FBL}^2 \left(\frac{2\hat{\gamma}}{1 + \bar{\gamma}} + \frac{(1 + \bar{\gamma})^2 V(\bar{\gamma})}{\log^2(\varepsilon)n_d}\right).$$ (50)

Proof. The variables $\hat{\Gamma}_G \sim \mathcal{N}(0, \sigma_{ICSI}^2)$ and $U_{FBL} \sim \mathcal{N}(0, 1)$ are independent. Thus, the difference $\hat{\Gamma}_G - \sigma_{FBL}(\hat{\gamma})U_{FBL}$ can be described by $U_{IC,F} \sim \mathcal{N}(0, \sigma_{IC,F}(\hat{\gamma})^2)$, where $\sigma_{IC,F}(\hat{\gamma})$ is the sum of the two variances. Then, starting from Conjecture 1 and (48), we obtain:

$$\varepsilon \leq \mathbb{P}\left\{\hat{\gamma} + \hat{\Gamma}_G - \sigma_{FBL}(\hat{\gamma})U_{FBL} < 2r - 1\right\}$$

$$= \mathbb{P}\left\{\hat{\gamma} + U_{IC,F} < 2r - 1\right\}$$

$$= \mathbb{P}\left\{- \frac{U_{IC,F}}{\sigma_{IC,F}(\hat{\gamma})} > \frac{\hat{\gamma} - (2r - 1)}{\sigma_{IC,F}(\hat{\gamma})}\right\}.\]  

In the context of ultra-reliable low latency systems with rate adaptation, a transmitter may want to choose the data rate $r$ such that the error probability $\varepsilon$ does not exceed a given target error probability. Contrary to the expression (7) for the error probability $\varepsilon$, which cannot be inverted to obtain the rate $r$ given $\varepsilon$, the bound $\varepsilon'$ in (49) can be inverted for the rate:

Corollary 1. Given a channel estimate $\hat{\gamma}$, training sequence length $n_t$, blocklength $n_d$, and a target error probability $\varepsilon'$ with $Q(\hat{\gamma} / \sigma_{IC,F}(\hat{\gamma})) < \varepsilon' < 1/2$, the actual error probability $\varepsilon$ is less than or equal $\varepsilon'$ if the transmitter chooses the rate

$$r_{IC,F}(\hat{\gamma}, \varepsilon') = \log_2 \left(1 + \hat{\gamma} - \sigma_{IC,F}(\hat{\gamma})Q^{-1}(\varepsilon')\right).$$ (51)

Proof. The proof follows by solving (49) for $r$, with $\varepsilon' > Q(\hat{\gamma} / \sigma_{IC,F}(\hat{\gamma}))$ ensuring that $r > 0$.

D. Optimal Rate Adaptation

As shown in Sec. III-B, the optimal rate adaptation function $\Phi^*_\theta$ for a specific parameter $\theta > 0$ minimizes (25), i.e., the Mellin transform $\mathcal{M}_S(1 - \theta)$ of the SNR-domain service process $S$. The rate adaptation problem can be solved when the error probability $\varepsilon$ is replaced by its closed-form approximation $\varepsilon'$ from Lemma 2. It is however not yet clear whether optimizing the rate adaptation strategy requires an exhaustive search over all possible rates $r$. As we will show now, such an exhaustive search is not necessary, as the rate adaptation problem is convex. For the proof, we replace the direct mapping $\Phi : \hat{\gamma} \rightarrow r$ with an indirect mapping where we first determine $\varphi : \hat{\gamma} \rightarrow \varepsilon'$ and then use Corollary 1 to obtain the rates $r = r_{IC,F}(\hat{\gamma}, \varepsilon')$ with $\varepsilon' = \varphi(\hat{\gamma})$, yielding:

$$\mathcal{M}_S(1 - \theta) \leq \int_0^\infty \left((1 - \varphi(\hat{\gamma})) e^{n_d r - (\theta)} + \varphi(\hat{\gamma})\right) f_{\hat{\gamma}}(\hat{\gamma}) d\hat{\gamma},$$

$$\hat{\gamma}(\varepsilon, \varphi(\hat{\gamma}))$$ (52)

where $r = r_{IC,F}(\hat{\gamma}, \varphi(\hat{\gamma}))$. The inequality is due to $\varepsilon \leq \varepsilon'$ as established by Lemma 2. For any $\theta > 0$, the rate adaptation function $\Phi^*_\theta$ based on the approximation from Lemma 2 is then given by $\Phi^*_\theta(\hat{\gamma}) = r_{IC,F}(\hat{\gamma}, \varphi^*_\theta(\hat{\gamma}))$, where $\varphi^*_\theta$ minimizes the right-hand side of (52). The function $\varphi^*_\theta$ can be found by minimizing the term $g(\hat{\gamma}, \varepsilon')$ over $\varepsilon'$ individually for each discretized value $\hat{\gamma}$. Building on results from [26], we find:

Lemma 3. $\tilde{g}(\hat{\gamma}, \varepsilon')$ is convex in $\varepsilon'$ for $Q(\hat{\gamma}/\sigma_{IC,F}(\hat{\gamma})) < \varepsilon' < 1/2$ and $\tilde{\theta} > 0$.

Proof. See Appendix B.

The convexity property ensures that the optimal $\varepsilon' = \varphi^*_\theta(\hat{\gamma})$ for each $\hat{\gamma}$ is unique and can be found efficiently. Thus, the optimized rate adaptation function $\Phi^*_\theta$ can be found efficiently.

E. Further Uses of the Approximation

Lemma 2 can also be used for optimizing different performance metrics of the queuing system.

1) Maximization of Expected Goodput: The expected goodput $\bar{\eta}$ describes the expected number of bits per slot that can be successfully sent to the receiver in case there is always a sufficient backlog of data in the transmit buffer:

$$\bar{\eta} = \mathbb{E}[S] = \mathbb{E}\left[n_d \Phi(\hat{\Gamma}) \cdot (1 - E)\right]$$

$$\leq \int_0^\infty n_d \Phi(\hat{\gamma}) \cdot \left(1 - Q\left(\frac{\hat{\gamma} - (2\Phi(\hat{\gamma}) - 1)}{\sigma_{IC,F}(\hat{\gamma})}\right)\right) f_{\hat{\gamma}}(\hat{\gamma}) d\hat{\gamma},$$ (53)

$$\leq h(\hat{\gamma}, \Phi(\hat{\gamma}))$$ (54)

where we applied the inequality (49) from Lemma 2. We can efficiently determine a rate adaptation function $\Phi$ that maximizes the expected goodput $\bar{\eta}$ because $h(\hat{\gamma}, r)$ defined in (54) is concave in $r$:

Lemma 4. $h_1(r) = h(\hat{\gamma}, r)$ is concave in $r$ for each $\hat{\gamma}$ and $0 < r < \log_2(1 + \bar{\gamma})$.

Proof. All terms in the second derivative of $h_1(r)$ are strictly negative in the given range. The restriction $r < \log_2(1 + \hat{\gamma})$ ensures that the error probability is below 1/2.

2) Effective Capacity: Above, we relied on stochastic network calculus to obtain an upper bound on the delay violation probability $p_r(w)$, which is valid even at small values of the target delay $w$. At fairly long delays, i.e., for the tail of the delay distribution, one can also use the effective capacity framework to approximate $p_r(w)$. The effective capacity for the cumulative service process $S(t, t)$ is defined as [22]

$$c_E(\theta) = -\lim_{t \rightarrow \infty} \frac{1}{\theta t} \log \left(\mathbb{E}[e^{-\theta S(0, t)}]\right).$$ (55)

As we assume the service increments $S$ to be independent, the effective capacity simplifies to

$$c_E(\theta) = -\frac{1}{\theta} \log \left(\mathbb{E}[e^{-\theta S}]\right).$$ (56)

We note that $\mathbb{E}[e^{-\theta S}] = \mathbb{E}[S^{-\theta}] = M_S(1 - \theta)$. As $\log(x)$ is monotonically increasing, the rate adaptation function $\Phi$ that minimizes $M_S(1 - \theta)$, which can be found as shown in Sec. III-D, also maximizes the effective capacity $c_E(\theta)$. 

IV. NUMERICAL EVALUATION

In this section we evaluate various aspects of our derived mathematical models. Note that we do not consider scenarios where the deadline $w$ is extremely short, e.g., only one or two time slots. For such deadlines, the system would need to achieve extremely low transmission error probabilities on the physical layer, e.g., $\varepsilon < 10^{-8}$, in order to achieve ultra high reliability of $p_v(w) < 10^{-8}$ on the application layer. The accuracy of the system model for such small block error probabilities $\varepsilon$ cannot be verified by the currently known information-theoretic bounds. Therefore, our numerical analysis considers only systems where the deadline is slightly longer, e.g., $w = 5$ time slots, and ultra high reliability of $p_v(w) < 10^{-8}$ on the application layer can be achieved even when $\varepsilon$ is higher, e.g., above $10^{-3}$.

In Sec. IV-A, we address the accuracy of the error probability approximation from Lemma 2, especially with respect to its use in rate adaptation. In Sec. IV-B, we investigate the optimal length of the training sequence, as well as the impact of feedback quantization. In Sec. IV-C, we compare rate adaptation to fixed rate schemes. Finally, in Sec. IV-D, we separately investigate the performance impact of imperfect CSI and finite blocklength effects.

A. Accuracy of the Approximation

In Fig. 3, we compare the error probability $\varepsilon$ in (7) with its approximation $\varepsilon'$ from Lemma 2. The length of the training sequence is $n_t \in \{10, 25\}$, the average SNR $\bar{\gamma}$ is 15 dB, and the length of the data transmission phase is fixed at $n_d = 200$. In this example, we want to investigate the difference between $\varepsilon$ and $\varepsilon'$ at various rates. Therefore, we use simple, non-optimized rate adaptation functions given as $\Phi(\gamma) = \kappa \cdot \hat{\varepsilon}$, where $\hat{\varepsilon} = \log_2(1 + \gamma)$ is the estimated capacity and $\kappa \in \{0.75, 0.9, 0.95\}$ is chosen arbitrarily. First of all, we confirm in all cases that $\varepsilon'$ is indeed an upper bound on $\varepsilon$, as expected from Lemma 2. Second, even though we observe that this bound is not always tight, especially when $\varepsilon' < 10^{-2}$, it can be seen that the upper bound $\varepsilon'$ predicts quite well how much the error probability $\varepsilon$ changes when the rate is slightly reduced or when the number of training symbols $n_t$ changes. Thus, Fig. 3 already provides strong indication that the approximation $\varepsilon'$ is accurate enough to optimize the rate adaptation function.

As shown in Sec. III-B, the optimal rate adaptation function minimizes the value of $\mathcal{M}_S(1 - \theta)$. We compare in Fig. 4a the rate adaptation function $\Phi_{\theta}^*$ that was optimized based on the analytical approximation $\varepsilon'$ in Lemma 2 (red dashed curve) to the optimal function $\Phi_{\bar{\theta}}^*$ that solves the rate adaptation problem by numerically computing the error probability $\varepsilon$ in (7) for many different values of the rate $r$ (black solid curve). For the selected parameters$^5$, Fig. 4a shows that the difference in the selected rates between the two schemes is fairly small. More importantly, the value of $\mathcal{M}_S(1 - \theta)$ for $\theta = 0.01$ increases only slightly (by 1%) from 0.0291 to 0.0294. This underpins our approach to use the approximation $\varepsilon'$ for solving the rate adaptation problem. In fact, we validated for a much larger parameter range that the rate adaptation based on our proposed approximation is sufficient. The largest differences were observed at low average SNR $\bar{\gamma}$ and small $n_t$, but even at $\bar{\gamma} = 5$ dB and $n_t = 5$ (where the arrival rate was set to $\alpha = 15$ bits/slot so that delay requirements of $p_v(5) < 10^{-8}$ could be met) the value of $\mathcal{M}_S(1 - \theta)$ at $\theta^* \approx 0.23$ increased only by 4% when using the approximation $\varepsilon'$ in Lemma 2 instead of numerical computations of $\varepsilon$.

The system model, which is based on the normal approximation (7) for finite blocklength coding, may become inaccurate when the blocklength $n_d$ is very small or when the error probability $\varepsilon$ is extremely small. In general, the normal approximation is considered accurate when the rate is a large fraction of the channel capacity [3]. We have avoided very short blocklengths, and we observe in Fig. 4a that the selected rate always amounts to a large fraction of the estimated capacity, with $r \geq 0.7 \cdot \hat{\varepsilon}$. Additionally, in order to avoid selecting parameters where $\varepsilon$ becomes extremely small, we have restricted the search for the optimal $\varepsilon'$ to $\varepsilon' \geq 10^{-3}$. Fig. 4a also shows the selected rates when $\varepsilon'$ is not restricted (dashed blue curve). In this example, restricting $\Phi_{\theta}^*$ to $\varepsilon' \geq 10^{-3}$ is only relevant for $\bar{\gamma} > 9$ dB. The restriction has almost no impact on the value of $\mathcal{M}_S(1 - \theta)$, which depends mostly on the service at low values of $\bar{\gamma}$, where the system must accept error probabilities above $10^{-3}$ in order to avoid very low data rates. In conclusion, we find that the values of the blocklength, rate, and error probability are in a range where the normal approximation (7) is assumed to be accurate. In Appendix A, we also validate this assumption quantitatively through information-theoretic bounds.

Furthermore, Fig. 4a shows the results for two suboptimal rate adaptation schemes. The green dash-dotted curve shows the rate $r$ that would be chosen when the transmitter always keeps the error probability at a fixed value $\varepsilon = 0.003$ for all values of $\bar{\gamma}$. The value of $\mathcal{M}_S(1 - \theta)$ increases to 0.0394 for this scheme (other fixed values of $\varepsilon$ are even worse). The second suboptimal rate adaptation scheme (purple dotted curve) is the one that does not take the delay requirements into account, but optimizes $\Phi$ to achieve the maximum expected goodput $\bar{\eta}$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3.png}
\caption{Error probability $\varepsilon$ and approximation/upper bound $\varepsilon'$ from Lemma 2 vs. estimated SNR $\bar{\gamma}$, when the $\Phi(\gamma) = \kappa \cdot \hat{\varepsilon}$ with $\kappa \in \{0.75, 0.9, 0.95\}$. $n_t \in \{10, 25\}$, $n_d = 200$, $\bar{\gamma} = 15$ dB.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig4a.png}
\caption{Error probability $\varepsilon$ and approximation/upper bound $\varepsilon'$ from Lemma 2 vs. estimated SNR $\bar{\gamma}$, when the $\Phi(\gamma) = \kappa \cdot \hat{\varepsilon}$ with $\kappa \in \{0.75, 0.9, 0.95\}$. $n_t \in \{10, 25\}$, $n_d = 200$, $\bar{\gamma} = 15$ dB.}
\end{figure}

$^5$For these parameters, $\alpha = 350$ bits/slot, and $w = 5$, the bound $K(\theta, w, n_t, \Phi_{\theta}^*)$ was minimal at $\theta^* \approx 0.010$. 
Table I: Buffer Violation Probability (from Simulations over 2 \cdot 10^{10} Time Slots) for Different Buffer Sizes.

<table>
<thead>
<tr>
<th>Buffer Size</th>
<th>4 \cdot \alpha</th>
<th>5 \cdot \alpha</th>
<th>6 \cdot \alpha</th>
<th>7 \cdot \alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buffer Violation Prob.</td>
<td>6 \cdot 10^{-6}</td>
<td>2 \cdot 10^{-6}</td>
<td>10^{-9}</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. 5 shows the delay bound (19) for different values of the arrival rate \( \alpha \) versus the training length \( n_t \). We first consider unquantized feedback. For \( \alpha = 250 \) bits per slot, the smallest delay violation probability is obtained at \( n_t^* = 31 \) training symbols, but the performance remains similar for \( n_t \) between 20 and 50. When the arrival rate is increased, fewer training symbols should be used; the delay violation probability for \( \alpha = 600 \) easily increases by an order of magnitude when too many training symbols are used instead of \( n_t^* = 17 \).

Moreover, Fig. 5 shows the performance when the feedback is quantized. Here, we did not quantize the estimated SNR \( \hat{\gamma} \) directly, but quantized the estimated capacity \( \hat{c} = \log_2(1 + \hat{\gamma}) \)

\(^6\)The difference is not due to inaccuracies in the system model or in the error probability approximation because the simulations use the same system model. Similar differences were also observed in other works on stochastic network calculus [24], [25], [27] and may be due to union bounds and moment bounds used to derive the analytical upper bound (19).
uniformly up to a chosen maximum value\(^7\). When only 4 bits are used, the performance easily degrades by an order of magnitude. In this case, the optimal value of \(n_t\) also decreases because it does not make sense to spend a long time on estimation and then coarsely quantize the estimate. However, we observe no significant performance differences when the feedback is quantized with at least 6 bits, even with this simple uniform quantizer, which means that rate adaptation with limited feedback is feasible. In case data is transmitted also in the opposite direction from the receiver to the transmitter, the 6 feedback bits can easily be appended to that data stream, and the cost of feedback is almost negligible.

C. Rate Adaptation vs. Fixed Rate Transmission

We now investigate whether wireless systems for low latency communications should use transmissions at a fixed rate instead of rate adaptation, as the latter is more complex and requires spending a large fraction of resources for channel estimation and feedback. In Fig. 6a, we show the expected goodput \(\gamma\) in (53), i.e. the performance when there are no delay constraints, versus the average SNR \(\bar{\gamma}\). Fig. 6b shows the maximum supported arrival rate \(\alpha\) such that the system still meets strict delay constraints. In both figures, we plot the performance of an unrealistic, genie-aided system which is assumed to know the channel perfectly and transmits without errors at a rate equal to the instantaneous channel capacity over the entire slot length of \(n_{\text{slot}} = 400\) symbols. In addition, we show the performance of realistic systems with or without rate adaptation. For the rate adaptation systems (blue curves), we always show the results for the optimized rate adaptation scheme \(\Phi^\ast\) and the optimal length \(n_t^\ast\) of the training sequence. We make three different assumptions for the length of the feedback phase: \(n_t = 0\) symbols (piggybacking of feedback – no additional cost), \(n_t = 75\) symbols (medium cost), and \(n_t = 150\) symbols (high cost). For comparison, we also show the performance of a system that uses the entire time slot of \(n_{\text{slot}} = 400\) symbols to transmit codewords at fixed rate, with rates also optimized for maximum \(\gamma\) or \(\alpha\). For the fixed rate transmissions, we still consider finite blocklength effects. When comparing only the expected goodput \(\gamma\) in Fig. 6a, the system with fixed rate transmissions is superior to the system with rate adaptation and \(n_t = 150\) symbols. However, we see drastically different results when taking the delay requirements into account. Fig. 6b shows the maximum arrivals \(\alpha\) such that the system violates a deadline of \(w = 5\) slots only with \(p_v(w) < 10^{-8}\): the system with fixed rate, which uses the entire time slot for data transmissions, now performs far worse than the systems with rate adaptation, even though the rate adaptation systems use up to \(n_t = 150\) symbols (more than a third of the time slot) for feedback. In fact, at \(\bar{\gamma} = 20\) dB, the fixed rate system supports only half the arrival rate \(\alpha\) compared to the rate adaptation system with \(n_t = 150\). Thus, for low latency communications, systems with rate adaptation heavily outperform fixed rate systems, despite the cost of channel estimation and the large overhead from feedback.

\(^7\)The uniform quantizer is suboptimal; we heuristically designed a non-uniform quantizer that takes the impact of quantization on \(M_{\hat{\phi}}(\theta)\) into account, yielding much better results. Optimal design of feedback quantization is left for future work.
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D. Quantitative Performance Loss due to Finite Blocklength and Imperfect CSI

The performance loss of the system with rate adaptation is
due to the time required for channel estimation and feedback, but also due to imperfect CSIT and finite blocklength effects. In Fig. 7, we show how much these effects contribute to the performance loss when \( n_{\text{slot}} = 250 \), \( n_t = 0 \), and \( n_d = 25 \). In this figure, we either assume CSI to be perfect (PCSI) or imperfect (ICSI). Furthermore, we either assume that the error probability depends on finite blocklength (FBL) effects and is given by (7), or we assume that the error probability is equal to the conditional outage probability, implicitly assuming an infinite blocklength (Shannon) model. For better visualization at low average SNR, we now plot the maximum arrival rate \( \alpha \) of each of these systems in percent the maximum arrival rate \( \alpha \) that can be achieved by a genie-aided system with \( n_d = 250 \), with perfect CSI and assuming infinite blocklength. Taking only the overhead due to the \( n_t = 25 \) training symbols into account, but still assuming infinite blocklength and perfect CSI, one gets 90% of the performance of the genie-aided system. In addition to the overhead, both imperfect CSI and finite blocklength effects have a substantial influence on the performance. However, considering just the finite blocklength effects (green dashed curve) only leads to an accurate estimate of the system performance when the average SNR is very high. In most cases, a better approximation of the performance is found by considering only the effects of imperfect CSI but assuming a Shannon model for channel codes (magenta dash dotted curve). The graph shows only a small difference to the system model (blue curve). However, even though the two curves with imperfect CSI are close and show the same trend, the relative difference between them is significant at low SNR. When longer training sequences are used, this difference increases further. Thus, when rate adaptation is used, finite blocklength effects have significant influence on the performance. This stands in contrast to the results in [5], [6] for fixed rate transmissions, where it was shown that finite blocklength effects have very little impact. Nevertheless, while finite blocklength effects must not be ignored, it is in many cases more important to take the performance loss due to imperfect CSI into account.

In this work, we studied the delay performance of rate adaptation systems with imperfect CSI and finite blocklength channel coding. We developed a closed-form approximation for the error probability due to imperfect CSI and finite blocklength, which can be used to efficiently optimize the rate adaptation function. Despite the large overhead for channel estimation and feedback that is necessary for rate adaptation, our numerical results show that rate adaptation is superior to fixed rate transmissions when low latency is required. A possible extension of this work relates to multi-antenna systems, which can offer higher reliability at the cost of even more channel estimation, while imperfect CSI at the transmitter would also affect beamforming.

V. CONCLUSIONS AND FUTURE WORK

We assumed throughout the paper that the decoding error probability is exactly equal to \( \varepsilon \) in (7), which is based on the assumption of perfect CSIR [6]. Using [5, Cor. 3] (implementation available in [35]), we obtain a strict lower bound on the achievable rate under imperfect CSIR. For the bound, one assumes only knowledge of the fading statistics of the corresponding Rician fading channel, i.e., of \( \hat{h} \) and \( \sigma_\gamma^2 \), but no prior knowledge of the fading coefficient \( H \). In Fig. 8, we compare the delay performance of the system model to the performance of a system where the achievable rate\(^8\) is given by [5, Cor. 3]. In particular, we compare in Fig. 8a the maximum arrival rate \( \alpha \) per time slot such that the system can still guarantee the quality-of-service constraints, versus the training sequence length \( n_s \), while keeping \( n_{\text{slot}} = 400 \) and \( n_t = 150 \) fixed. We observe in all cases only small differences between the system model and the model based on the lower bound [5, Cor. 3]. Furthermore, both curves show the same trends, and the optimal training sequence length \( n_s^* \) (marked by circles) is the same. Therefore, the system model based on (7) is accurate enough to support all our findings.

The above validation assumed that the receiver only knows the imperfect channel estimate \( \hat{h} \). However, in many practical systems, the transmitter will send additional synchronization and pilot symbols during the data transmission phase, which will make the CSIR better than the CSIT. In addition, the receiver can improve the CSI through combined estimation and decoding [36]. These arguments provide additional support for the accuracy of (7) in practical systems.

In Fig. 8b, we further investigate the difference between the system model and the lower bound on the achievable rate. Specifically, we investigate the performance at nearly

APPENDIX A

VALIDATION OF THE SYSTEM MODEL

Please note that in order to understand this section, the reader is encouraged to first read the numerical evaluation in Sec. IV-A and Sec. IV-C.

First, we always determine the optimal values \( \varepsilon' \) as described in Sec. III-D. For the system model, the rates are given by \( r_{\text{IC,F}}(\gamma, \varepsilon') \) and the error probabilities are given by (7). For the lower bound, we set the error probability to \( \varepsilon' \) and compute the corresponding achievable rates from [5, Cor. 3]. We use the restriction \( \varepsilon' > 10^{-3} \) here, because [5, Cor. 3] can only be evaluated by Monte Carlo methods. This becomes computationally prohibitive for extremely small \( \varepsilon' \).
with $a, b > 0$ and $c < 0$. Due to $\varepsilon' > Q(\gamma/\sigma_{IC,F}(\gamma))$, we have $r_{IC,F}(\hat{\gamma}, n_d, \varepsilon') > 0$ and $(a - bQ^{-1}(\varepsilon')) > 1$. The first derivative is given by

$$
\dot{g}_1(\varepsilon') = (1 - \varepsilon')c(a - bQ^{-1}(\varepsilon'))(e^{\varepsilon'} - 1) - a - bQ^{-1}(\varepsilon')) + 1. \quad (60)
$$

The second derivative is given by

$$
\ddot{g}_1(\varepsilon') = (1 - \varepsilon')(a - bQ^{-1}(\varepsilon')) - bQ^{-1}(\varepsilon')e^{\varepsilon'} - 2c(a - bQ^{-1}(\varepsilon'))e^{-1} - bQ^{-1}(\varepsilon'). \quad (61)
$$

From [26], the derivatives of the inverse $Q$-function are:

$$
\dot{Q}^{-1}(\varepsilon') = -\sqrt{\frac{\pi}{2}}e^{\frac{Q^{-1}(\varepsilon')^2}{2}} \quad (62)
$$

$$
Q^{-1}(\varepsilon') = 2Q^{-1}(\varepsilon')e^{Q^{-1}(\varepsilon')} \quad (63)
$$

Thus, for $\varepsilon' < 1/2$, $\dot{Q}^{-1}(\varepsilon') < 0$ and $\ddot{Q}^{-1}(\varepsilon') > 0$, and therefore $\ddot{g}_1(\varepsilon') > 0$.
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