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Outline 

•  Towards an Internet of Reality? 

•  Initial Challenges and Results 
•  EdgeDroid and the quest for latency impact 
•  Scheduling for closed-loop 

•  Upcoming Challenges & Outlook 
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Cyber-Physical System (CPS) 

Reality 

Control 
Sensor Stream 

Feedback 

Traditionally in industrial automation, but broader use cases exist 
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Wearable Cognitive Assistant (HITL) 
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Sensor Stream Deep Neural Networks


Sensor Data Flow


Objects


Actions


Task Model 

Feedback 

Generalizes to human-in-the-loop (HITL), many different scenarios 

Reality 



Underlying Principles 
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Sensor  
Data 

Feedback 

Control 

Feedback system: 
 loop set-up, dependable, 

1-to-1 load ratio 

Reality 

Representation of reality: 
constant update of a 

specific context 

Substantial utility of applications: 
Automation gain, knowledge transfer, automated assistance 



Ubiquitous Provisioning? 
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7 
•  Run over shared network infrastructure 
•  Efficient support of such applications? 
•  Interaction between applications and network? 
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Application Characteristics 
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End-to-end latency over the loop is the central metric! 

Diverse Footprints: 
 Uplink/Downlink 
 + Compute 

Diverse Requirements: 
•  HITL: ~ 800 ms 
•  CPS: ~10ms 



Example HITL: LEGO Assistant 
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Example: Task Guidance Wearable Cognitive Assitance, LEGO [2]

Example instruction:
“Put the white 1x1 brick on
top of the green 1x4 brick.”

. . .

. . .

Step N

Step N + 1

8 / 28Ha et al. “Towards wearable cognitive assistance,” ACM Mobisys 2014 



LEGO Footprint & Latency Requirement 
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Chen et al. “An empirical study of latency in an emerging class of edge computing 
applications for wearable cognitive assistance,” IEEE SEC 2017. 

QoE determined by latencies tlow=600 ms, tup = 2.7 s  ! 



HITL Emulation: EdgeDroid 
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Implementation: EdgeDroid

“User”
Model

App
Backend

Container

Client
Emulator
Java 1.8

Control
Backend
Python 3.6

Config

Trace

Android
6.0+

Cloudlet
Linux v4.13.0+

Execution Control

Feedback Loop

Config, Trace

Before experiment

Results
A�er experiment

� h�ps://github.com/molguin92/EdgeDroid
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Muñoz et al. “EdgeDroid: An experimental approach to benchmarking human-in-
the-loop applications,” ACM HotMobile 2019. 
 



Infrastructure Impact 
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IEEE 802.11n & simple cloudlet set-up, office environment 

•  Exponential latency scaling, various contributing factors 
•  Load easily pushes latencies beyond tdown, impact?  



User Study on Delayed Feedback 
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•  User study at CMU in fall 
2019 

•  Modified assistant to control 
latencies 

•  Tracking of various outputs 
•  40 participants, mostly 

students from CMU 

Muñoz et al. “Impact of delayed response on wearable cognitive assistance,” ArXiv 2020 
 



Experimental Set-up 
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Key Results 
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Normalized execution delay increases with delay, delay also 
prevents task execution acceleration. 



Conclusions & Interpretation 

•  Increased infrastructure delay leads to: 
•  Slowing in execution, prevented from acceleration 
•  Execution slow-down lingers even if delay recovers! 

 
è Delay causes disruption of cognitive task automation,    

 while making it hard to re-automate one happened! 
 
•  System consequence: Significantly longer application 

execution, higher load, higher resource consumption! 
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How to Prevent Delays? 
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Assume sensing packet 
just generated, has 
deadline T  γu γd 

ρc 

System is subject to 
particular conditions at 
packet generation time. 

How to schedule the system to minimize likelihood of violating the deadline? 

Zoppi et al. “Scheduling of Two-hop lossy wireless networks for time-critical feedback 
systems,” ArXiv 2020. 



Model and Scheduling Choices 

•  Two-hop queuing model with joint slots for up-/down-link 

•  Scheduling variants: 
•  Static allocation of slots 
•  Allocate slots for the time until deadline, don’t change 
•  Constantly reallocate slots up until deadline 
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Fig. 2. Network model of the two-hop network path. The available time slots
are entirely allocated to the two queues at each frame until the deadline.

We use i 2 {1, 2} to index the queues. Let xi denote the
backlog in queue i in frame 0. Let Ai(k) and Di(k) denote
the cumulative arrivals and departures at queue i, in frame k.
For k = 0, all the quantities are set to zero. For k � 1, we
define

A1(k) = y + x1, (1)
A2(k) = D1(k � 1) + x2, (2)

Di(k) =
k�1X

j=0

dij , (3)

where dij is the number of packets departed queue i in frame j.
In Eq. (2) a one-step delay is introduced between the reception
of a packet and its service at the second queue indicating that
packets must be fully received before being relayed. In the
following, we use A(k) = A1(k) and D(k) = D2(k). For
analytical simplicity, we assume that a packet received by the
controller is processed within the same frame of reception,
i.e. processing latencies are negligible, and results in a new
packet carrying the feedback information. Sensor and actuator
messages can assume arbitrary size, however, we assume that
their size is fixed to a maximum size of B bits.

The end-to-end virtual delay, denoted by W (k), is defined
as

W (k) = inf {w � 1 : A(k) + x2  D(k + w � 1)} . (4)

It quantifies the delay faced by the cumulative arrivals till
frame k � 1.

B. Lossy Wireless Network Model

At the link layer, we consider an error-prone time-slotted
system where multiple frequencies can be used for transmis-
sion. Packet loss is caused by fading in the received signal,
which can arise, for instance, from shadowing, mobility, or
external interference. We assume that a frequency diversity
mechanism is used in the network and sequential packet
transmissions are characterized by uncorrelated channel fades.
Whenever critical messages are transmitted via unreliable
wireless links, it is a common approach to deploy frequency
diversity techniques, such as frequency hopping or frequency

scheduling, to avoid sequential packet drops due to correlated
channel fades. Thus, we restrict our analysis to the time
domain.

We model the random service provided for a single packet
transmission as a Bernoulli r.v. according to the average
Packet Error Rate (PER) of the communication link. That is, a
packet is lost with probability pe and received with probability
1�pe. The PER achieved by an average Signal-to-Noise-and-
Interference-Ratio (SINR) is determined by the combination
of the propagation environment and the modulation and coding
scheme used for transmission.

Each frame comprises of N time slots to be shared between
the transmissions of packets from the two queues, cf. Fig. 2.
In frame k, let n1

k and n2
k = N �n1

k denote the slots used for
transmitting the packets from the first queue and the second
queue, respectively. Given this frame allocation, the service
offered by the i-th transmitter at frame k is distributed as a
Binomial r.v.

sik(n
i
k) ⇠ B

�
ni
k, 1 � pe

�
. (5)

The cumulative service provided by the same transmitter over
k frames is the sum of Binomial random variables with
parameters 1 � pe, which is also a Binomial r.v.

Si(k) =
k�1X

j=0

sij(n
i
j) ⇠ B

0

@
k�1X

j=0

ni
j , 1 � pe

1

A . (6)

C. Problem Statement

We are interested in optimizing the dynamic service offered
by the wireless transmitters of sensor and controller to max-
imize the QoS performance of a time-critical arrival while
it traverses the network. In particular, in order to investigate
scheduling policies that exploit initial network conditions, we
study the impact of queue state information on the achievable
performance of static and dynamic resource allocations.

We define a scheduling policy ⇡ as the allocation of time
slots to both queues in every frame until the deadline, i.e.
⇡ , {n1

0, n
1
1, . . . , n

1
w�1}. Different scheduling algorithms are

computed based on the queue state information qk = (q1
k, q

2
k),

where q1
k and q2

k denote the lengths of first and second queues
in frame k, respectively.

In the following we consider scheduling policies that com-
pute static and dynamic resource allocations. On the one hand,
static scheduling policies compute a scheduling policy ⇡S(q0)
based on the initial state q0. Static policies can be applied,
for instance, to resource-constrained wireless networks such
as WSN, where updating the network allocation over time
is difficult due to the availability of a single radio interface
and unreliable feedback channels. On the other hand, dynamic
scheduling policies rely on the availability of the queue state
qk at a centralized network logic, which is used to determine
the allocation of slots for the next frame with a stationary
scheduling policy ⇡D, i.e. at the k-th frame n1

k = ⇡D(qk).
An exemplary application of dynamic policies is cellular
networks, where reliable feedback channels can timely deliver



Results 
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•  Substantial performance differences 
•  Fully adaptive approaches outperform all other schemes 
•  Load disbalance, underutilization most important factors 
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Current Activities 

•  Automated models of human reaction in HITL 

•  Latency & quality of control trade-offs: Cleave 
•  https://github.com/KTH-EXPECA/CLEAVE 

•  Optimal sampling & semantics: When to sense reality? 

•  Predicting loop end-to-end latencies for real systems 
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What to do with the Representations? 
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•  Build a fabric that tracks the representations/ part of them? 
•  How to universally represent reality? 
•  Human footprint in such a fabric? 



www.digitalfutures.kth.se 
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Summary & Conclusions 

•  Upcoming feedback systems that process reality 
•  Powerful application class! 
•  Novel footprints and requirements 
•  End-to-end latency is key metric 

•  Mastering communication & compute interaction is key 
•  Severe consequences if not 
•  Still, complex scheduling task, mostly still open 

•  Towards an Internet of Reality? More research needed … 
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